Automatic vs. manual indexing

Indexing is the process of creating a representation of a document, primarily of its topic or content, although formal representation, of elements such as authorship, title, bibliographic context etc., is sometimes included in the term.

Automatic indexing is the process of representing the topical content of digitally stored documents or document surrogates, performed without, or with very modest, human intervention.  The genesis of automatic indexing was Luhn’s experiments in the late 50’s, the techniques reached maturity through the work of Salton, Sparck Jones & Robertson and others in the late 60’s / early 70’s, and have come into full operational force in WWW search engines in the late 90’s.

The basis for any automatic indexing process is the text of the document or document surrogate.  Terms deemed appropriate to serve as document representatives are extracted from the text by purely statistical or a combination of statistical and linguistic methods.  So far, methods relying on statistical frequency of occurrence alone seem to be as successful as those drawing on linguistic knowledge, even though the theoretical foundation for how terms which are indicative of aboutness differ statistically  from non-representative terms is quite tentative and somewhat contradictory.

A typical automatic indexing system will process the extracted text terms through methods with varying degrees of sophistication, most common are vocabulary reduction, through the deletion of terms that are too frequent or too rare, through stemming to identify grammatical variants of the same term, etc.; and weighting, according to factors such as the term frequency in the document in question and in the collection as a whole, the document length, etc.  More sophisticated processing has sometimes been applied, such as identifying compound terms or phrases, grouping synonyms together, etc.  Linguistic analysis has been attempted in order to identify the role of the terms in the text, disambiguate homonyms, extract significant phrases, etc.

The recent large-scale and systematic experiments with automated indexing systems through the TREC (Text Retrieval Experiment Conference) series of conferences, which gather representatives of some 60-70 systems and are now in their10th year, have compiled evidence of the effectiveness of the various automatic indexing processes.  Experience from TREC may be summarised as follows:

· Standard average retrieval results seem to lie in the area of 30-45% relevant documents found among the 30 top ranked documents returned by any system

· quite different approaches render, surprisingly, approximately similar results

· linguistically based methods are no more successful than statistical

· refined methods do not perform better than the simple approaches

· there is little effect from the use of thesauri or other indexing aids

· the best result is achieved by systems which employ a well-balanced term frequency weighting algorithm, a function for merging grammatical variants, and functionality for automatic (or manual) query expansion.

The overall lesson of TREC seems to be that “Query development is the most critical factor in retrieval”.  In keeping with this finding, experimental development is currently moving towards identifying methods for “relevance feedback” from the user, automatically or manually, to allow such query expansion.  Other recent developments is a focus on “passage indexing”, i.e. selecting subsets of the document for separate indexing, and a focus on methods for improving the ranking of the retrieved document sets through identifying other indications of document significance than term occurrence alone.  Such indicators of significance may, particularly in the WWW environment, be the number and quality of documents linking to and linked from the document in question, the domain of the URL, the presence of particular types of metadata in the code of the document, etc.

Manual indexing can imply various levels of sophistication, from a free assignment of single subject terms to classification or indexing through complex and rigid subject description languages.  For our purposes it may be most fruitful to imply the use of some sort of  organised indexing language in the term “manual indexing”

Systematic Comparisons of automatic and manual indexing are rarely found these days.  A number of early studies indicated that there was little or no difference, in terms of the standard retrieval quality measures of recall and precision, between systems based on automatic and manual indexing methods.  The pioneering Cranfield studies of the 60’s indicated that indexing with single terms taken from the document text outperformed more sophisticated indexing methods, only a simple form of synonym control and grammatical stemming were able to improve on this simple method.  Later comparisons from the 70’s and 80’s show similar results, and this similarity now seems established to the extent that experiments which directly compare manual vs. automatic methods no longer seem necessary.  Though the two methods may retrieve similar amounts of supposedly relevant documents, they may not retrieve the same documents, however, and the manual / automatic dispute is far from settled.

The purpose of manual indexing, beyond the primary goal of retrieving documents on the same topic, may for instance be to

· gather documents on the same topic regardless of  language, particular terminologies or vocabularies

· adapt to the retrieval needs of particular user groups (children…)

· offer vocabulary assistance to users in the retrieval process

· adapt to needs for varying degrees of specificity in the indexing

· allow consistent retrieval over time, regardless of terminological development etc.

· allow for navigation, hierarchically or to related topics

Automated systems are moving towards solutions which may satisfy some of these goals.  The cross-language problem may be solved, for instance, through mapping of terms via multilingual dictionaries, or through increasingly sophisticated methods for automatic translation. Links to automatically constructed thesauri or other term classifications may be used to offer assistance in term selection or navigation.  Such solutions are still some way off, however, and this poses a problem insofar as studies of user search behaviour indicate that users’ major difficulty in retrieval is to express their “problematic situation” in terms appropriate both for their problem and for the terminology of the system.  In our own study of 1000 queries posed to an online library catalogue, more than 50% of the topical queries failed in the first instance.  Over half of these failures were due to users’ inability to apply an appropriate search term, and only this kind of error caused eventual search abandonment, all other problems (with spelling, system syntax etc.) were repaired in the course of the search process.  This demonstrates that functionality which assists users in search formulation should be a central feature of a retrieval system, which again is a strong point in favour of the kind of navigational assistance which may be achieved through manual classification, thesaurus-based indexing, or use of LCSH-like strings of indexing terms.

The ideal goals of manual indexing, listed above, are not easily achieved in practice, for a variety of reasons.  Inter-indexer consistency is impossible to achieve (even intra-indexer consistency, i.e. consistent behaviour of one indexer over time, is questionable).  The cost and indexer capacity makes indexing of e.g. internet resources a moot possibility.  Adapting to user retrieval needs and user terminology is seemingly very difficult.  Changing user behaviour with the advent of the internet may also be a point against expending too much effort on manual indexing.  Sophisticated indexing presupposes a willingness on the part of the user to invest some effort in the initial search formulation.  Studies seem to indicate that users possess a certain amount of “intellectual capital” to expend on a search, and that with increased browsing facilities in the hyperlinked structure of the net, they are more willing to portion this capital out in a series of not very intellectually challenging decisions of document relevance during browsing than to invest much of it in query formulation.  It may then be that a simple entry vocabulary to get the browsing started is what is needed, perhaps in combination with facilities for automatic query expansion.

Recent developments point towards a co-operation between manual and automated methods.  Automatic categorisation, where the machine learns from an initially classified material to process new, incoming documents, is one example of this, internet subject portals with manually indexed and automatically searchable resources another.  One theme for workshop discussion is how to achieve as seamless an integration of the methods as possible.
