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Introduction

This paper provides a brief introduction to the DNER [1] and some of the architectural work that has been done by UKOLN to support its development.  Ongoing material related to the DNER architecture, as well as the initial study that forms the basis of much of the material presented here, is available from the DNER architecture Web site [2].

What is the DNER

The Distributed National Electronic Resource (DNER) is an initiative of the Joint Information Systems Committee (JISC) [3] of the UK higher and further education funding councils.  The intention is to develop a managed collection of digital resources for the UK higher and further education communities, delivered within a coherent information environment.  It is worth noting that the DNER name may not be permanent – at least one alternative is currently under consideration.  It is also worth noting that, in some sense, this kind of activity is not new.  The JISC have been funding the provision of content for the higher education community in the UK for some time.  What makes the DNER initiative different, is the more managed and joined-up approach.

Vision

The vision is to develop a digital library for UK further and higher education.  Certain parts of that community may object to the use of ‘digital library’ to describe the DNER (largely for political reasons related to use of the word ‘library’).  However, if one understands the term ‘digital library’ as it is used in the US, that is more or less exactly what the DNER is on a national scale.

The DNER is a distributed resource that is intended to support research and learning activities across the community.  Furthermore, the DNER is a managed resource, in the sense that collection development, purchasing of new content, negotiations about licensing, management of access rights, etc. are handled centrally on behalf of the community.  The DNER is also a highly heterogeneous resource, containing bibliographic content, images, statistical and other data, moving images, sound, geospatial data, etc.  Finally, the DNER is an information environment that allows people to discover, access and use quality assured resources.

Content

In terms of its content, the DNER contains a wide range of both primary and secondary material.  At its core, the DNER contains the JISC-funded content that is (optionally) available to all members of the community.  As mentioned above, this includes a range of ‘stuff’ including map data, full-text content, statistical data, images, etc.  It also includes secondary content such as the Resource Discovery Network (RDN), abstracting and indexing services and union catalogues such as COPAC.

In addition, the DNER includes the institutional assets held within the community.  This includes research material, publications, learning resources, exam papers and theses as well as local secondary content such as the library OPAC and institutional gateways.

Finally, the information environment aspects of the DNER have to encompass those resources that are ‘out there’ on the Web.  These resources are, in some sense, external to the DNER.  However, as far as the end-user of the DNER is concerned, many of these external resources are key to supporting their learning and research activities.  The end-user is typically not very concerned about where a resource comes from or who funded it, but about what is available to them at the point they need it.

Content within the DNER is managed and made available in the form of collections, where we define a collection to be any aggregation of one or more physical or digital items.  There are collections of ‘stuff’ (some of which is physical, e.g. books and journals) as well as collections of metadata about ‘stuff’.  Network services make digital collections available on the network.  Real services make physical collections available at physical locations.  People access collections via those services.  

It is perhaps worth noting that digital collections are acquired and made available in several different ways within the DNER.  In some cases, fairly raw data is made available to the community.  Normally this data is handed over to one of the JISC data centres, which then develops one or more interfaces to it. In the main, the community has a significant level of control of what kinds of interfaces can be placed in front of the data in such a scenario. For example, they may develop a Web interface and a Z39.50 interface.  In other cases, a more tightly bound package of data and user-interface is passed to the data centre, who then have relatively little control over what form of interface is available.  In other cases still, collections are made available directly by third parties outside of the community.  Again, in these cases, the community has relatively little influence over what kind of interfaces are available to the collection.

Functionality

In terms of its functionality, we have defined a very simple underlying functional model for the DNER [4].  People can use the DNER to discover the existence of the resources of interest to them.  They can then access those resources, i.e. have copies of those resources delivered to their digital and/or physical desktop.  Finally, they can use the resources that they have accessed.

· We can characterise the DNER information environment in terms of it being the solution to two problems:

· The portal problem – how to provide relatively seamless discovery services across multiple content providers’ collections.

· The appropriate copy problem – how to provide access to the most appropriate copy of a resource, given personal and institutional preferences, access rights, IPR, cost, speed of delivery, etc.

Note that the DNER also needs to support collaboration and re-use of resources by end-users (i.e. the creation of new resources).  However, the current architectural work carried out by UKOLN does not consider these two areas in any detail.

Network Systems Architecture

There are a number of issues with the current provision of collections within the UK higher and further education communities.  Firstly, it is typically the case that each collection has its own Web interface and that this interface is the only way of accessing the collection.  As a consequence, users who wish to work across multiple collections have to learn several different user-interfaces, each with its own look-and-feel.  In addition, content providers will typically have slightly different approaches to metadata creation and will, for example, normally classify their content by subject using different subject classification schemes.  These differences make working across multiple collections quite difficult.  Furthermore, the results of browsing or searching these collections are relatively unstructured, human-oriented HTML Web pages.  Results from different content providers cannot easily be merged together, ranked and re-used within other software applications.  On top of this, current services offer a mix of ‘discover’ and ‘access’ functionality.  There is little opportunity to link different functionality from different services together in any seamless way.  So the user may end up discovering a book using one service but having to manually copy-and-paste the ISBN for the book into a second service in order to buy a copy.

The DNER information environment aims to provide a shared architecture within which machines can interact with each other to carry out tasks on behalf of the end user.  The overall aim is to provide a DNER that is a coherent whole rather than lots of stand-alone services.
Discover

To allow end-users to discover resources across multiple collections we need content providers (the services that make those collections available) to expose metadata about their resources in machine-readable ways.  We have identified three mechanisms by which this can happen.  Content providers can open their metadata for searching, they can allow their metadata to be gathered (harvested) by other services and/or they can alert other services to the existence of new resources in their collections.

Once metadata is available using these mechanisms, DNER portals can be developed which send search queries to multiple content providers, gather metadata from multiple content providers or react to alerts from multiple content providers.

· Portals provide an interface to multiple content providers’ collections.  It is worth noting that we anticipate the development of lots of portals and that there will several different kinds of portals.  These include:

· subject portals – that provide a subject view of the available collections

· data centre portals – that provide a view of all the collections made available by a particular JISC data centre

· institutional portals – that provide a view of the collections that are of value to a particular institution

· personal portals – that act on behalf of a particular individual

· virtual learning environments (VLE) – that integrate DNER collections with the learning activities that happen within an institution’s VLE.

This last class of portal seems particularly important.  Given the possibility that the vast majority of a student’s e-learning activity is likely to be carried out within a VLE in the future, one might assume that the VLE will become the primary ‘window on the digital world’ for many undergraduates.

It is perhaps also worth drawing a distinction between thin and thick portals.  Thin portals provide a linking function, pointing people at available collections in much the same way as the subject gateways do currently.  Thick portals provide much richer functionality including cross-searching and browsing of multiple collections, as well as other value-added services, such a reading list management, annotation services, personalisation, etc.

In the case of searching, portals will take a search term from the end-user, modify or enhance it in appropriate ways, then send it to each of the collections in the user’s profile (or landscape).  As results come back they will be merged, de-duplicated, ranked and presented to the user.  The DNER architecture specifies the Bath Profile of Z39.50 [5] as being the mechanism for performing this distributed search function.  How does the portal know what collections are available to the collection?  By obtaining an up to date list of available collections from a shared DNER collection description service.  (Note that the exact mechanisms by which information is exchanged between the collection description service and the portal has not yet been agreed).  How does the portal know the technical details of querying each Z39.50 target?  By obtaining service descriptions from a shared DNER service description service.  The advantage of shared DNER collection and service description services is obvious.  It prevents the need for each portal to maintain the information itself.

In some cases searches may not be sent directly to the remote collections.  Instead they will be sent to intermediary broker services, that take a search request from the portal and in turn fan it out to multiple other collections.  There may be economies of scale in such an approach.

In specifying the Bath Profile, it is perhaps worth noting that search results are returned using Dublin Core encoded as XML.

In the case of metadata gathering, the portal will regularly collect metadata from remote collections using the Open Archives Initiative (OAI) Metadata Harvesting Protocol [6].  Having collected the metadata, portals will typically store it in a local database for searching alongside the remote collections.  Again, there may be scenarios in which the portal will not gather directly from remote collections, but will instead gather from an aggregator that in turn gathers from multiple collections.  Again, the use of the OAI protocol for this activity means that metadata is shared using Dublin Core encoded as XML.

In the case of alerting, content providers will make available RDF Site Summary (RSS) [7] news channels that can be regularly gathered by portals.  RSS is a simple XML application for sharing news feeds on the Web.  Again, metadata is encoded using Dublin Core (or Dublin Core like metadata) encoded in XML.

· For such a distributed metadata-based architecture to work effectively there needs to be some agreement on metadata usage across all the co-operating services.  The DNER architecture sees four areas as being crucial to the delivery of useful services within our community:

· Subject – the topic of the resource.

· Type – the genre of the resource.

· Audience – an indication of the appropriate audience(s) for the resource.

· Certification – information about who created and made the resource available.

Access
The discovery phase of user activity results in them having some metadata about a resource (or several resources) in which they are interested.  The metadata will include a resource identifier or locator.  So, for example, in the case of a Web page the metadata will typically contain the URL of the page.  In the case of a book, the metadata might include its ISBN.

It is worth noting that the identifiers or locators provided in discovery results need to be persistent and context sensitive.  This will allow them to form the basis of ‘citations’ for resources.  For example, the use of persistent identifiers will allow lecturers to create reading lists that can be passed on to their students, course creators to embed resources into learning materials, students to embed resources into multi-media essays, and so on.  It is also important to think a little about what is being identified.  If we consider an image, for example, does the identifier refer to the image itself or to the Web page containing that image?  Or does it refer to some metadata about the image?  These are separate resources, each of which may need to be identified separately and each of which will be important to different people at different stages in the discovery, access and use process.  The DNER will need to make some recommendations about the use of URLs across the HE and FE community in order to make their usage more persistent.  We may also need to investigate the use of more formal identification schemes, such as the DOI.

· In order to get information about how to request a particular instance of a discovered resource we may need to ‘resolve’ the metadata obtained during the discovery phase.  The DNER architecture specifies that this is done by encoding the metadata as an OpenURL [8] and then passing the OpenURL to an OpenURL resolver.  The OpenURL resolver takes the metadata embedded in the OpenURL and returns a set of pointers to the most appropriate copies of the resource (or to services that can deliver it) for the current end-user.  The resolution process is context sensitive and the OpenURL resolver may need to have some understanding about:

· the preferences of the end-user,

· the preferences of the institution of which the end-user is a member,

· local holdings information for the institution’s library,

· access rights to full-text or other delivery services,

· the network location of the end-user.

The intention is that the OpenURL resolver will be able to give different, context sensitive, sets of pointers to different end-users.  While the exact service scenario associated with OpenURL resolvers is not yet clear, it seems likely that there will be a mix of national, institutional and possibly personal resolvers made available.  To support this mix of resolution services, we would hope to see the development of a shared DNER institutional profiling service, making available details of institutional preferences and perhaps information about local library holdings.

Summary

· In summary, the DNER architecture envisages a mix of four different types of services:

· Content providers make content available, and provide Z39.50 targets, OAI repositories and/or RSS alerting channels available about their content.

· Fusion services take metadata from multiple content providers and combine it in various ways.  This activity is undertaken by portals, aggregators and brokers.

· Presentation services interact with the end-user to provide relatively seamless discovery and access services across multiple content providers.

· Shared infrastructure services support the activities of the other components.  Three key infrastructure services are a collection description service, a service description service and an institutional profiling service, however a number of other shared services are also anticipated.

The DNER architecture specifies the standards and protocols that support machine to machine (m2m) interaction between these service components.  In a sense, one can say that the DNER information environment is created by bringing together metadata about collections, items in those collections, services, people and organisations in interesting and useful ways.
This mix of services provides a mechanism that allows the end-user to discover, access and use resources in their research or learning activities within the DNER information environment in a more seamless way than is currently possible.
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